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Exercice I (30 min, 5 points)
On considère le problème de maximisation suivant :

(P) {
minimiser f(x, y) = x2 + 4y2 + 4y
sous les contraintes 4y ⩾ x− 1 et y ⩾ 0.

1) La fonction x ↦ x2 est une fonction convexe sur ℝ de la variable x. La fonction y ↦ 4y2 + 4y est une
fonction convexe sur ℝ de la variable y.
Donc f(x, y) est une fonction convexe sur ℝ2 comme somme de deux fonctions convexes sur ℝ.
2) Les contraintes se réécrivent x− 4y− 1 ⩽ 0 et −y ⩽ 0. Le lagrangien associé à (P) est

L(x, y,𝜇1,𝜇2) = x2 + 4y2 + 4y+ 𝜇1(x− 4y− 1) + 𝜇2(−y)

Les CNO de KT sont alors

L′x(x, y,𝜇1,𝜇2) = 2x+ 𝜇1 = 0 L′y(x, y,𝜇1,𝜇2) = 8y+ 4 − 4𝜇1 − 𝜇2 = 0 (1)
𝜇1(x− 4y− 1) = 0 𝜇2(−y) = 0 (3)

𝜇1 ⩾ 0 𝜇2 ⩾ 0 (4)
x− 4y− 1 ⩽ 0 − y ⩽ 0 (5)

3) Pour résoudre le problème (P), on étudie successivement les 4 cas suivants :

• 𝜇1 = 𝜇2 = 0 : les équations (1) donne x = 0 et y = −1/2 qui ne vérifie pas la seconde contrainte
(y ⩾ 0). Ce cas est donc impossible.

• 𝜇1 > 0 et 𝜇2 = 0 : Les équations (3) donnent x = 4y+1. En replaçant dans les équations (1), on trouve :

{
8y+ 2 + 𝜇1 = 0
8y+ 4 − 4𝜇1 = 0

⟹ y = 1
8
(−2 − 𝜇1) < 0

Ce cas est aussi impossible.

• 𝜇1 = 0 et 𝜇2 > 0 : les équations (3) donnent y = 0. En remplaçant dans les équations (1), on trouve

{
2x = 0

4 − 𝜇2 = 0
⟹ {

x = 0
𝜇2 = 4

On trouve donc un point candidat (x0, y0) = (0, 0) avec 𝜇1 = 0 et 𝜇2 = 4.

• 𝜇1 > 0 et 𝜇2 > 0. Les équation (3) donnent (x, y) = (1, 0). En remplaçant dans les équations (1), on
trouve 𝜇1 = −2 ≯ 0. Donc ce cas est impossible
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En conclusion, le problème (P) admet un unique point critique (x0, y0) = (0, 0) avec 𝜇1 = 0 et 𝜇2 = 4.

Les contraintes sont qualifiées car affines. Comme la fonction f est convexe et les contraintes sont convexes
(car affines), on en déduit que (P) admet un minimum global en (x0, y0) = (0, 0).
4) La zone grisée correspond aux points admissibles (vérifiant les contraintes).

x

y

1

−1/4

x− 4y = 1

(0, 0)

Exercice II (30 min, 5 points)
Soit (un)n la suite définie par

u0 = 2 un+1 =
u2n + 3
4

∀n ∈ ℕ

1) On a

u1 =
u20 + 3
4

= 22 + 3
4

= 7
4
= 1.75

2) On a u0 = 2 > 0 et pour n ∈ ℕ,

un+1 =
u2n + 3
4

= +
+ > 0

La suite est donc à termes strictement positifs.
3) La suite (un) est définie par une formule de récurrence un+1 = f(un) avec f(x) = (x2 + 3)/4. La fonction
f étant trivialement croissante sur ℝ+, on en déduit que la suite (un)n est monotone. Comme u1 = 7/4 <
2 = u0, la suite (un)n est donc décroissante.
4) La suite (un)n étant décroissante et minorée (par 0 car positive), elle converge.
5) La fonction f étant continue (et la suite convergente), sa limite ℓ vérifie ℓ = f(ℓ). D’où

ℓ = ℓ2 + 3
4

⟺ ℓ2 − 4ℓ + 3 = 0 ⟺ ℓ = 1 ou ℓ = 3

Comme la suite est décroissante et u0 = 2, sa limite ne peut être que ℓ = 1.
6) Si on suppose u0 = 4 alors u1 = 19/4 > 4 = u0. La suite (un)n étant monotone (question 3), elle est donc
croissante. Si elle était convergente, alors sa limite serait soit ℓ = 1 soit ℓ = 3 ce qui est impossible car
u0 = 4. Donc, la suite (un)n diverge.

Exercice III (20 min, 4 points)
On se propose d’étudier la convergence de la série de terme général

un =
1

n ln(n)
∀n ⩾ 2

1) La condition nécessaire de convergence (de la série) est vérifiée car

lim
n→+∞

un = lim
n→+∞

1
n ln(n)

= 1
+∞ = 0

2) La dérivée de la fonction F(x) = ln(ln(x)) est

F′(x) =
(ln(x))′

ln(x)
=

1/x
ln(x)

= 1
x ln(x)
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3) On a

∫
b

2

1
t ln(t)

dt = [ln(ln(x))]
b

2
= ln(ln(b)) − ln(ln(2)) ⟹ lim

b→+∞
∫

b

2

1
t ln(t)

dt = lim
b→+∞

ln(ln(b)) = +∞

L’intégrale I est donc divergente.
4) La fonction f(x) = 1

x ln(x) est positive (pour x ⩾ 2) et décroissante (pour x ⩾ 2) car

f′(x) = −
ln(x) + 1

(x ln(x))2
⩽ 0 ∀x > 1

La série (∑un) = (∑ f(x)) est donc de même nature que l’intégrale∫
+∞

2
f(t)dt = ∫

+∞

2

1
t ln(t)

dt = I.

La série (∑un) est donc divergente.

Exercice IV (20 min, 3 points)
Déterminer pour quelles valeurs de 𝛼 ∈ ℝ, l’intégrale suivante converge :

∫
+∞

0

t𝛼

1 + t2
dt

On a

I = ∫
+∞

0

t𝛼

1 + t2
dt = ∫

1

0

t𝛼

1 + t2
dt +∫

+∞

1

t𝛼

1 + t2
dt = I1 + I2

Pour I1 :
t𝛼

1 + t2
∼
0
t𝛼 = 1

t−𝛼
∫

1

0

1
t−𝛼

dt converge ⟺ −𝛼 < 1 ⟺ 𝛼 > −1

Pour I2 :
t𝛼

1 + t2
∼
+∞

t𝛼

t2
= 1
t2−𝛼

∫
+∞

1

1
t2−𝛼

dt converge ⟺ 2 − 𝛼 > 1 ⟺ 𝛼 < 1

Donc, l’intégrale I converge si, et seulement si, 𝛼 ∈ ]−1,+1[.

Exercice V (20 min, 3 points)
Soit T le triange de sommets (0, 1), (1, 1), (1, 0) et I l’intégrale double définie par

I =∬
T
2ydxdy

1)

(1, 1)

(1, 0)

(0, 1)

x

y

y = 1 − xΔ

On voit que

(x, y) ∈ Δ ⟺ {
0 ⩽ x ⩽ 1
1 − x ⩽ y ⩽ 1

2)

I = ∫
1

0
(∫

1

1−x
2ydy)dx = ∫

1

0
[y2]y=1

y=1−x
dx = ∫

1

0
(1 − (1 − x)2)dx = ∫

1

0
(2x− x2)dx = [x2 − x3

3
]
1

0
= 2
3
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